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EXECUTIVE SUMMARY

This report documents the activities performed by Idaho National Laboratory (INL) dfisted
Year (FY) 202 for the U.S. Department of Energy (DOE) Light Water Reactor Sustainability (LWRS)
Program, Risk Informed Systeamnalysis (RISA) Pathway, digital instrumentation and control (DI&C)
risk assessment project. In FX019, the RISA Pathway initiated a project to develop a risk assessment
strategy for delivering a strong technical basis to support effective, licensabtlsecure DI&C
technologies for digital upgrades/designs. An integrated risk assessment technology for the DI&C
systems was proposed for this strategy, which aims to (1) provide-astiesate risk-informed
capability to quantitatively and accurately estimate the safety margin obtained from plant modernization,
especially for thénigh safety-significant safety-related (HSSSR) DI&C systems, @)pport and
supplement existing advanced risiiormed DI&C design guides by providing quantitative risk
information and evidence, (3) offer a capability of design architecture evaluation of various DI&C
systems to support system desitprisions and diversity and redundancy applicati@sssure the
long-term safety and reliability diSSSRDI&C systemsand(5) reduce uncertainty in costs and support
integration ofDI&C systems in the plant

To achieve these technical goals and deal with the expensive licensing justifications from regulatory
insights,the LWRS-developed frameworinstrucs nuclear vendors and utilitiesy howto effectively
lower the costs associated with digital compliance and speed industry advances by: (1) defining an
integrated risknformed analysis process for DI&C upgrade, inahgchazard analysis, reliability
analysis, and consequence analysis, (2) applying systematic aimfaisked tools to address common
cause failures (CCFs) and quantifyresponding failure probabilities f@1&C technologies,
particularly software CCF$3) evaluating the impact of digital failures at tmmponentevel, system
level, and plant levehnd(4) providing insights and suggestions on designs to manage thethis&g$o
support the development, licensing, and deployment of adv@yi&at technologies omuclear power
plant(NPPs).

Adding diversity within system or components is the main means to eliminate and mitigateo@CFs
diversity also increases plant complexity amobis and may not address all sources of systematic failures.
How to optimize the diversity and redundancy applications for the saiitigal DI&C systems remains a
challengeTo deal with the technic@sues in addressing potential software E@BFHSSSR DI&C
systems of NPPand suppoihg relevant design optimizatiptheframeworkprovides:

1 An integrated beststimate, risknformed capability to address new technical digital issues
guantitatively, acurately, and efficiently in plan modernization progress, such as software CCFs
in HSSSR DI&C systems of NPPs

1 A common and a modularized platfofor DI&C designers, software developers, cybersecurity
analysts, and plant engineers to efficiently predict prevent risk in the early design stage of
DI&C systems

1 Technical bases and rigkformed insights to assikt.S. Nuclear Regulatory Commissi@dRC)
and industry to address and fulfill the risformed alternatives for evaluation of CCFs in
HSSSR DI&Csystems of NPPs

1 An integrated risknformed tool that offers a capability of design architecture evaluation of
various DI&C systems to support system design decisions in diversity and redundancy
applications.

Theresearch and developmaegiforts of this poject in FY 2022 are focused on methodology
improvement and demonstration of the LWB&/eloped framework for the risk assessment and design
optimization of safetycritical DI&C systems. This framework was further developed with a capability to
trace softvare failures in digital feedback pathways in highly redundant safeiyal DI&C systems



potential failures to a DI&C system are organized in a fault tree for clear visual and linear traceability.
Case studies demonstrated the identification of diffithire mechanisms in key instrumentation,
construction of the software fault tree in highly complex DI&C systems, and the identification of software
single points of failure and key CCFs. Based on the software failure traceability, an innovative approach
was also developed to quantify probabilities of various software failure modes including CCFs in a DI&C
system. All these capabilities offer a common and modularized platform to DI&C designers, software
developers, cybersecurity analysts, and plant engirieethe evaluation of various design architectures

of DI&C systems to support system design decisions in diversity and redundancy applications.

It should be noted that all the analyses are performed for the demonstration of thedewéRiped
framework not for the evaluation of relevant systems. Results are obtained based on very limited design
information and testing data.
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AN I NTEGRATED FRAMEWORK FOR
ASSESSMENT OF HI-SEHGSIAFIETCANT
SAFE-RELATED DI GI TAL | NSTRUMENT
CONTROL SYSTEMS I N NUCLEAR POV

METHODOLOGY AND DEMONSTRATI

1. INTRODUCTION

This report documents the activities performed by Idaho National Laboratory (INL) during fiscal year
(FY) 2022 for the U.S. Department of Energy (DOE) Light Water Reactor Sustainability (LWRS)
Program, Risk Informed Systems Analysis (RISA) Pathwlaital instrumentation and contr(DI&C)
risk assessment projddf] [2] [3]. The LWRSprogram, sponsored by the U.S. DOE and coordinated
through a variety of mechanisms and interactions with industry, vendors, suppliers, regulatory agencies,
and other industry reaech and development (R&D) organizations, conducts research to develop
technologies and other solutions to improve economics and reliability, sustain safety, and extend the
operation of nation's fleet of nuclear power plghtBPs) The LWRS program has twobjectives to
maintain the longerm operations of the existing fleet: (1) to provide scieand technologypased
solutions to industry to implement technology to exceed the performance of the current business model
and (2) to manage the aging of sys$e structures, and components (SSCs) so NPP lifetimes can be
extended, and the plants can continue to operate safely, efficiently, and economically.

As one of he LWRSprogrand R&D pathways RISA Pathway aims tsupport decisioimaking
related to econorus, reliability, and safety providing integratptint systemsnalysis solutions through
collaborative demonstrations to enhance economic competitiveness of the operatifigdl&dSA
Pat hway R&DGO6s pur p o s eopdrator decsionsitn the aim to imgrdveatimet owner
economics and reliability and maintain the high |
plant operations. The goal of the RISA Pathway is to corld&€ to optimize safety margins and
minimize uncertainties to aidve economic efficiencies while maintaining high levels of safgys is
accomplished in two ways: (1) byqwiding scientific basis to better represent safety margins and factors
that contribute to cost and safeand (2) by developingew technologie that reduce operating casts

One of the research efforts under the RISA PathwdneiHt&C Risk Assessment project, which was
initiated inFY 2019to develop a risk assessment strategy for delivering a strong technical basis to
support effective, licerable, and secure DI&C technologies for digital upgrades/defignan
integrated risk assessmdrameworkfor the DI&C systemswvas proposed for this strategy which aims to

1 Provide aestestimaterisk-informed capability tajuantitatively andiccurately estimate the safety
margin obtained from plant modernization, especially fohtbk safety-significant safety-related
(HSSSR)DI&C systems

1 Support and supplement existing advangsktinformed DI&C desigrguidesby providing
guantitative risk informatioand evidence

9 Offer a capability of design architecture evaluation of various DI&C systems to support system
design decisions and diversind redundancy applications

Assure the longerm safety and reliability of HSSSR DI&C systems
Reduce uncertainty in costs and support integration of DI&C systems at NPPs.

The R&D effortsof this projecin FY 202 are focused omethodology improvement and
demonstration of theEWRS-developed framework for the risk assessment and design optimization of

1



safetycritical DI&C systems. Tis framework was further developed with a capability to trace software
failures in digital feedback pathwaf@ highly redunént safetycritical DI&C systems, potential failures

to a DI&C system are organized in a fault tree for clear visual and linear traceability. Case studies
demonstrated idenyiing digital failure mechanisms in key instrumentation, constngctie software

fault tree in highly complex DI&C systems, and ideyitify software single points of failure and key

CCFs. Based on the software failure traceability, an innovative approach was also developed to quantify
probabilities of various software failure modesluding CCFs in a DI&C system. All these capabilities

offer a common and modularized platform to DI&C designers, software developers, cybersecurity
analysts, and plant engineers for the evaluation of various design architectures of DI&C systems to
supportsystem design decisions in diversity and redundancy applications.

The remaining chapters of the report are organizddllasvs: Section2 provides the technical
background of identification and quantification of risks associated with HSSSR DI&C syStectisn3
describegshe methodology and demonstration of a hazard analysis method developed in the framework,
calledredundancyguided systemtheoretic method for hazard analysis (RESH29ction4 introduces
the recent efforts in the improvementeofultiscale quantitative reliability analygisocesof the
LWRS-developed framework for DI&C risk assessm&wection5 documents the consequence analysis
of a generic pressurizedater reactor (PWR) model with improved digitehctor trip system (RTS)
engineered safety features actuationamygESFAS) andhuman system interface (HSI) fault treE3'$);
Section6 discusses the feasibility of the proposed framework in the risk assessment and design
optimization of potentiadrtificial intelligence Al)-aided control systems in future reactor desigms an
upgradesandSection7 outlines conclusions and future warkthis project



2. TECHNICAL BACKGROUND

This chapter describes the technical background of ideatidin and quantification of risks
associated with HSSSR DI&C systems. SecHdiprovides background details for relevant efforts from
regulatory, industrial, andcademic communities. Secti@r reviews regulatory positions and guidance,
especially NRC6s current DI &C CCE3bpetylintratlyceséghe d f ut u
LWRS-developed framework for the risk assessmemh®HSSSR DI&C systems. Secti@¥ describes
the value propotbns of the LWRS&developed framework.

2.1 Background

Although the current fleet of the U.SPPswas originally designed and constructed with analog
systems, the U.S. nuclear industry has been working on transitioning from anBI&g_tdechnologies.
DI&C systems have many advantages over analog systems. They are proven to be more reliable, cheaper,
and easier to maintain given obsolescence of analog components. However, they also pose new
engineering and technical challenges. The U.S. Nuclear Regulatory i€sionm(NRC) continuet
support the research work in developing and improving licensing criteria for the evaluation of new DI&C
systems. In 2018, SEGY8-0090[4] was published to clarify guidance associated with evaluating
potential common cause failures (CCFs) of DI&C systems. The SEBEX090 identifies these guiding
principles: applicants and licensees for production and utilization facilities should continue to assess and
addressoftwareCCFs for DI&C systems anmbmponentsA defensein-depth and diversity (D3)
analysis folRTSsand engineered safety features should continue to be performed to demonstrate that
vulnerabilities to a CCF have been identified and adequately addressed. The D3 analysis can be
performedusing either a desighasis deterministic approach or bestimate approadd]. In 2019, the
NRC staff developed the integrated action plan (IBP)Four detailed modernization plans were
propo®d to resolve regulatory challenges, provide confidence to licensees, and modernize the 1&C
regulatory infrastructure. One of thénprotection against C@Faddr esses fidevel opi ng ¢
using effective qualitative assessments of the likelihood of &sjwalong with coping and/or bounding
analysis for addressing CCFs, use of defensive design measures for eliminating CCF from further
consideration, and staff evaluation ofp]l.oThee NRCO6s
current guidance, however, is unclear regarding the applicability of criteria for using coping analysis and
other design features (e.g., defensive measures) for eliminating CCFs from further consigration
Meanwhik, the industry stakeholders are seeking clearer NRC staff guidance on methods Zarganaly
the potential for CCFs in DI&C systems and a more-inérmed, consequendmsed regulatory
infrastructure that removes uncertainty in requirements and enabllegdal consistend]. CCF not
only leads to the loss of function of safetjtical systems but also the spurious activation of redundant
safetyinstrumented systenj6].

Many efforts from regulatory, industrial, and academic communities have been made for qualitatively
addressing CCFs in DI&C Systems, especially software CCFs, given the increased pace of design and
deployment oHSSSRDI&C systems in NPPs. To successfuitypdel DI&C systems, the need exists to
model both the hardware and software interactions of the system. Traditional methods, such as failure
modes and effects analysis (FMEA) and fault tree analysis (FTA), have been used to extensively model
analog systemdHowever, these traditional methods are not fully suitable to identify failures in
interactions between digital systems and controlled processes (i.e., Type 1 interactions) as well as
interactions between digital systems and their own components osgthems (i.e., Type 2 interactions)
[7.Lessons | earned from the NRC6s investigation of
be one preferabl e met ho d[7]fCombinimprthdds nmag prowvd benefetial.g i t a |
A recent advancement in hazards analysis, developed jointly by Electric Power Research Institute (EPRI)
and Sandia National Laboratory, combines FTA and the sydtesnsetic process analysis (STPA) as a
portion oftheir methodology for Hazard and Consequence Analysis for Digital Systems (HAZJ&|DS)

Though STPA may be applied at any stage of system design and review, it is ideally suited for early



applications in the design processdrefsafety features have been incorporated into the d@igrhen,

as more details are incorporated, the STPA method is applied iteratively to further improve the design.
However, even when fine details about a system ave/nthe analysis may remain at a high level,

relying on causal factor investigations to provide details of subcomponent failures and interactions. In
other words, details, such as redundant subsystems or components, are often ignored in all but the final
part of STPA.

In July 2021, Nuclear Energy Institute (NEI) published NEI2@ , A Gui dance for Addr
Software Common Cause Failure in High Safsignificant SafeyRe | at ed Di gi t[l®l | &C Sy
A two-step process wasoposed to address HSSSR systematic CCFs based on STPA: Step 1is to
perform a systematic hazards analysis based on STPA that creates a model of the system control structure,
identifies unsafe control actions (UCAS) as software failures, and establisslesealuction objective
(RRO); Step 2 is to develop STPA loss scenarios and eliminate or mitigate them in an efficient way. A
bounding assessment is proposed to calculate the risk change when entire HSSSR systems fail due to
software CCFs (assumingsyste f ai |l ur e probability = 1). The ri sk
[CDF]) is then mapped to the regions describeBagulatory GuidéRG) 1.174[11] and used to
determine the RRO. This process qualitatively addressestjal failures in DI&C based on a bounding
assessment; consequently, the real safety margin gained by plant digitalization on HSSSR DI&C systems
could be underestimated in this intentionally conservative approach.

2.2 Review of the Regulatory Positions and G  uidance

The NRCb6s current DI &C CCF policy is-SEQCYPF essed i
087[12], SECY-18-0090[4], and branch technical position (BTRLZ[13]. The NRC documented its
four positions with respect to CCF in DI&C systems and D3 as Item 18, 11.Q, in SBO®¥7, which
was subsequently modified in the associated staff requirements memorandunmI8RM)accordance
with the SRM on SECY¥3-087, the NRC published the BTP1® of NUREG 0800[13] to provide
guidance for a D3 assessment of DI&C systems and confirm the vulnerabilities t I@CBTP 719
provides vapus acceptance criteria and requires a D3 analysis to ensure conformance with the regulatory
positions on D3 for DI&C systems.

SRM-SECY-93-087[12] directs that, if the D3 assessment shows a postulated CCF could disable a
safey function, then a diverse means could be provided to perform that safety function or a different
function. The current policy does not allow for the use of airfilkmed approach to determine specific
circumstances that would not require a diverse misarexldressing DI&C CCFs. Recently, the NRC is
working on expanding the current policy regarding potential CCFs&Ciystems. The NRC staff are
developing a SECY paper that will provide recommended language for an extended policy, which allows
greateruse of riskinformed approaches to address DI&C CCFs. The expanded policy will encompass the
current points of SRMBECY-93-087[12] with clarifications and expand the use of risformed
approaches. Any use of rigkformed appoaches will be expected to be consistent with the safety goal
policy statement, PRA policy statement, and SREICY-98-0144[14]. The current DI&C policy will
continue to remain a valid option for licensees and applicants.

Figurelshowsthe NRpr oposed expanded policy to address DI
allows for the use of besistimate analysis and diverse means to address aigbH&C CCF, while
t he AAiRfeskmed Pat ho a l-infamed appraachestamdethan design te¢hniqués ork
measures other than diversity to address a potential DI&C CCF. The current policy continues to be a
viable option to address DI&C %8, and the four points in SRBECY-93-87 will remain a viable path
to licensees and applicants:



T AThe applicant s-ih-depth anddiverstysof thetpiomosed iastrienerdaton and
control system to demonstrate that vulnerabilities to comamode failures have adequately been
addressed. 0

f Aln performing the assessment, the venmgae or
failure for each event that is evaluated in the accident analysis section of the safety analysis report
(SAR) using besestimate methods. The vendor or applicant shall demonstrate adequate diversity
within the design for each of these events. oo

T Al f a post wmbde faiue coald disabte a safety function, then a diverse means, with a
documented basis thidte diverse means is unlikely to be subject to the same commoda failure,

shall be required to perform either the same fu

T A"A set of displays and controls | ocmiua,d in the
systemlevel actuation of critical safety functions and monitoring of parameters that support the safety
functions. 0
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Figurel. An expanded policy to address DI&C CCFs proposed by the NRC Digital 1&C
Subcommittee Meeting on Outline for Draft SECY Paper to Allow for Consideration of IRfskmed
Alternatives for Addressing DI&CCF, held on May 2th, 2022).

According to theDigital I&C Subcommittee Meeting on Outline for Draft SECY Paper to Allow for
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reduce the risk from a DI &C CCF. The staffodos g
justification needed for design techniques or

APoint 4 i s opeotregulatonsehat effectivelly fequice wiverse and independent
displays and controls, risknf or med approach to Point 4 woul d

The meeting also illustrated the benefits for-iislormed approaches:

Risk-informed approehes can provide flexibility to address DI&C CCFs and are consistent with the
PRA policy statement

Risk-informed approaches can have different levels of PRA use

Risk-informed approaches could support a graded approach for addressing DI&C CCFs in high
safey-significant systems

PRA models could be used to systematically assess the need to reduce the risk introduced by the
DI&C systems

Risk-informed approaches can identify initiators or scenarios where lack of DI&C diversity does not
compromise safety.

The u® of riskinformed approaches will be consistent with all five principles ofingkrmed

decisionmaking, as listed in RG 1.1741]. PRAs used for risknformed approaches will be technically
acceptable (e.g., meet the guidain RG1.20(15]) and include an effective PRA configuration control
andfeedback mechanism.

Currently, adding diversity within system or components using existing systems, manual operator

actions, or new diverse systemstie tnain means to eliminate and mitigate CCFs. Diversity may be
useful in addressing hazards like CCFs, but it also increases plant complextyasmdnd may not
address all sources of systematic failures. Most systematic failures are a result tdteithelesign
defects due to inadequate requirements or uncontrolled system interdd¢tiant optimize the diversity
and redundancy applications for the HSSSR DI&C systems remains a challenge.

2.3 LWRS-Developed Framework

Previous researatfforts providea technical basis for dealing with potential software CCFs in the

HSSSR DI&C systems of NPPs; however, some technical challenges remain:

1.

Is qualitative evaluation sufficient for addressing software CCFs in HSSSR DI&C systems? Most of
the STPAbased approaes mentioned above focus on the identification of software failures but not
the quantification of their probabilities. Although these software failures are added into an integrated
fault tree (FT), their probabilities are not calculated. Instead, a a@tiser bounding assessment is
performed to evaluate their impacts to plant safghich may lead to an underestimation of safety
margins gained by plant digitalization and/or skewed risk metrics.

How to quantitatively evaluate C@g€lated impacts telSSSR DI&C systems and entire plant

response? This proposes a need in developing an integrated strategy to include both qualitative hazard
analysis and quantitative reliability and consequence analysis for addressing software CCF issues in
HSSSR DI&C systms. Inputs and outputs of each analysis process should be consistently connected.

How to efficiently identify the most significant CCFs, especially software CCFs? Existing-STPA

based approaches represents good performance in capturing systematic fadligies interactions;
however, there is no clear representation of how to create a control structure for a complicated system
containing multiple layers of redundancy and diversity.

How to perform a complete reliability analysis for lasggale HSSSR DI& systems with sma#cale
software/digital units? Currently, there is no consensus method for the software reliability modeling
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of digital systems in NPPs. A reliability analysis approach is needed, especially for the quantification
of UCAs from STPA angkes.

5. How to evaluate different system architectures from perspectives of both risk and cost? A DI&C
system could be designed using several options for system architecture (e.g., redundancy and
diversity at different system levels), and a comprehensivisistent, integrated approach is needed
to support evaluation of various design architectures to ensure the most optimal one is selected for
implementation. This approach should be able to support vendors and utilities with optimization of
design solutionfrom economical perspectives given the constrain of meetingnfiekmed safety
requirements.

6. Lastly, a need clearly exists to develop a risk assessment strategy to support quantitative D3 analyses
for assuring the longerm safety and reliability of tal digital systems and reducing uncertainties in
costs, time, and supporting integration of digital systems during the design stage of the plant.

To address the aboweentioned challenges, an integrated risk assessment strategy is needed to
include bothgualitative hazard analysis and quantitative reliability and consequence analysis for
addressing software CCF in the HSSSR DI&C systems. To fulfill this need and deal with the technical
barriers in identifying potential software CCF issues in HSSSR DI&teays of NPPs, the LWRSISA
Pathway initiated this project to develop a risk assessment stfatagy

1 Provide a besgestimate, risknformed capability to quantitatively and accurately estimate the NPP
safety margin gainefilom themodernization of HSSSR DI&C systems

1 Support and supplement existing advangsktinformed DI&C desigrguidesby providing
guantitative risk informatioand evidence

9 Offer a capability of design architecture evaluation of various DI&C systems to support system
design decisioni diversity and redundancy applications

Assure the longerm safety and reliability of HSSSR DI&C systems
Reduce uncertainty in costs and suppregration of DI&C systems at NPPs.

To achieve these technical goals and deal with the expensive licensing justifications from regulatory
insights, the proposed framework is instructive for nuclear vendors and utilities to effectively lower the
costs asociated with digital compliance and speed industry advances by:

1 Defining an integrated riskaformed analysis process for a DI&C upgrade, including hazard analysis,
reliability analysis, and consequence analysis

1 Applying systematic and risiknformed toolgo addres€€CFsand quantify corresponding failure
probabilities for DI&C technologies, particularly software CCFs

Evaluating the impact of digital failures at the component level, system level, and plant level

Providing insights and suggestions on designmanage the risks, thus, to support the development,
licensing, and deployment of advanced DI&C technologies on NPPs.

Figure2 displays he schematic of theWRS-developedisk assessmefftameworkfor HSSSR
DI&C systems The proposed framework provides a systematic, verifiable, and reproducible approach
based on technically sound methodologies. The framework successively implements qualitative hazard
analysis, quatitative reliability analysis, and consequence analysis to obtain quantitative risk metrics.
The quantified risks are then compared with respective acceptance criteria whichladimestification
of vulnerabilities as well as providsuggestions forisk reduction and design optimization.
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Figure2. Schematic othe LWRSdeveloped risk assessment framework for HSSSR DI&C systems

2.4 Value Proposition

To deal with the technical issues in addressing potential softwarésS@ds in HSSSR DI&C
systems of NPPs, ihproposed framewotis expected to provide:

1. Anintegrated and besttimate, risknformed capability to address new technical digital issues
guantitatively, accurately, and efficiently in plan modernization pesgrsuch as software CCFs in
HSSSR DI&C systems of NPPs.

Existing qualitative approach for addressing CCFs in HSSSR DI&C systems may significantly
underestimate the real safety margin introduced by plant digitalizatiorfrarheworkis developed and
demastrated in an integrated way including both qualitative hazard analysis and quantitative reliability
and consequence analyses. Traemeworkaims to provide a beststimate, risknformed capability to
accurately estimate the safety margin increase aatdhom plant modernization, especially for the
HSSSRDI&C systems.

In this framework a redundancguided systemtheoretic method for hazard analysis (RESHA) was
developedor HSSSR DI&C systemt support 1&C designers and engineers to address both hardware
and software CCFs and qualitatively analyze their effects on system availali)ifg7]. It also provides
a technical basis for implementing reliability and consequence analyses of unexpected software failures,
and supporting the optimization of D3 applications in st-efficient way. Targeting the complexity of
redundant designs in HSSSR DI&C systems integrates $IPATA, and HAZCADYS8] to effectively
identify software CCFs by reframing STPA in a redunglagueided way, such as (#lepicting a
redundant and diverse system via a detailed representatiagafifi)g different redundancy levels based
on the structure of DI&C systems; @nstructing a redundangyided multilayer control structure; and
(4) identifying potential CCFs in different redundancy levels. This approach has been demonstrated and
applied for the hazard analysis of a falivision digital RT16] and a fowdivision, digital, ESFAS
[17]. These efforts have been included in the L\ WRISA milestone report for F20[2] andFY-21 [3].



The second part in risk analysis is reliability analysis with the tasks gtiétjtifying the
probabilities of basic events of the integrated FT from the hazard analyssti{@ating the probabilities
of the consequences of digital system failureshénproposed framewarkwo methods have been
developed for different application conditions: the Bayesianhanthnreliability-analysisaidedmethod
for the reliabilityanalysis ofsoftware (BAHAMAS)[18] for limited-data coditions andorthogonal
defectclassification forassessingoftware reliability (ORCAS) for datach analysis. Finally,
consequence analysis is conducted to quantitatively evaluate the consequence impact of digital failures on
plant behaviors and resposs&ome digitabased failures may initiate an event or scenario that may not
be analyzed before, which brings in a big challenge to plant safety.

In February 2022, the NRC organized a public medtrigform the industry and solicit external
stakeholds 6 f eedback on the NRCOs plan to poGlksnti ally
for DI&C systems to allow consideration of riskormed alternatives. The LWRS Program's RISA team
presented on providing capabilities to address and fulfill #kemformed alternatives faheevaluation
of CCFs in DI&C systems. The NRC staff found the framework interesting from the regulatory point of
view since it may be useful to evaluate the impacts of various DI&C design architectures to the overall
plant séety.

2. A commonand a modularized platform @&C designers, software developers, cybersecurity
analysts, and plant engineers to efficiently predict and prevent risk in the early design Bti#ge of
systems.

As shown inFigure 3, theproposed frameworkas a modularized platform, aims to have good
communication with various smadtale unilevel software reliability analysis methods (e.g., quantitative
software reliability methods) and largeale systenfevel reliability analysis frameworks (e.qg.,
probabilistic risk assessment [PRA]). RESHA, as adoywn approach, can identify the digital or
software failures in the uniével interactions inside ofdigital system, then BAHAMAS and ORCAS
can be used to quantify the probability of the STiBéntified software failures based on suitable existing
guantitative software reliability methods such as Bayesian networkbasst, or metribased methods.

Designs of Digital 1&C
Systems and Plants LWRS-developed DI&C Risk
Assessment Framework

2 Y
Hazard Reliability Consequence System Ifa.i!ure
. > ; > . Probabilities
Analysis Analysis Analysis
[ [} 4 £ A\
I L Probabilistic Estimation
i of Failure Consequences i

RESHA PRA + UQ
(Redundancy-Guided System- (Probabilistic Risk Assessment +
Theoretic Hazard Analysis) Uncertainty Quantification)

Multiscale Quantitative Reliability Analysis

Failure Modes

BAHAMAS Suggestions to optimize
(Bayesian and HRA-Aided Method for the desi_gns_and “pgm‘:-'es tfv
Reliability Analysis of Software) quantitatively reducing risks

ORCAS and costs

(Orthogonal Defect Classification for
Assessing Software Reliability)

Figure 3. The flexible and modularized structuretioé LWRSdeveloped risk assessment framework for
HSSSR DI&C systems

3. Technical bases and righformed insights to assist NRC and indusgtraddress and fulfill the risk
informedalternatives for evaluation of CCFsHSSSR DI&C systems of NPPs



Figure4 illustrates how th& WRS-developed framewor&an supporthe potentially expanded DI&C
CCFpolicy andlicensing of a HSSSR DI&C design or upgrade. NRC BTP J AfGui dance for
Evaluation of Diversity and Defende-Depth in Digital ComputeBased Instrumentation and Control
Systems Revi ew [1B]elarifies thesreqhirenhient foi aeceptable methods for addressing
CCFs, including identifying CCFs, reducing CCF likelihood, and evaluating CCF impacts in-dasign
events. The capabilities of tippoposed frameworin hazard, reliability, and consequence asialy
matches well with these requirements.
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@ Qf CCFs in Design-basis eventsy
e =

Figure4. NRC potential expanded DI&C CCF poligg. the LWRS-developed frameworin CCF
evaluation

This framework also aims to support and supplement existing advancédfoished DI&C design
guidesby providing quantitative risk informaticemd evidencge.g., failure probabilities, quantitative
consequence impactdjheproposed framework can suppor and suppl ement EPRI 6s
process frameworkzor HAZCADS, the LWRSdeveloped DI&C risk assessment framework can provide
detailed CCFs in different redundancy levelsantitative evidence to suppdine risk importance
analysisand theranking ofrisk reductiontargets and aguantitative consequence analysis to trace the
impacts of individual failures=or DRAM (Digital Reliability Analysis Methodology)the proposed
framework caruse PRA model to check if the control methods are qualiianitigate consequences and
reduce risks

4. An integrated risknformed toolthat dfers a capability of design architecture evaluation of various
DI&C systems to support system design decisiortiversity and redundancy applications

Theproposed fraraworkcan be beneficial for the design of HSSBR.C systems in plant
modernization procesthe safety improvements of these new digitahitecture are expected to be
significant and can be presented more clearly. Currently, it is thought after tigedlitaddressing CCFs,
all of them need to be fixed by adding diversity, which costs a lot. In fact, some of CCFs do not have
significant impacts on the change of CDF or large release frequenciraim@vorkcan evaluate the
impacts of single software @8 to the HSSSR DI&C systems and even the plant safety, based on which
suggestions can be provided to optimize the D3 application in the early design stage of HSSSR DI&C
systems. For instance, it can support the determination of the level of redundgneyfaurdivision
ESFAS vs. a twalivision ESFAS) or the level of diversity (e.g., deployment of
software/design/equipment diversdyadivision level vs. unit level). Bgonducting riskbenefit analyses
of different redundant and diverse designs,scah be saved if some CCFs are proved to be insignificant
to plant safety. Based dhe current analysis results, failure probabilitytb@ HSSSR DI&C system due
to software CCFs is quite low, and the CDF is also significantly reduced comepanedone with
traditional analog systems. Theoposed frameworkas also suggested to deal with the software risk
analysis for machinearningbased digital twins in the nearly autonomous management and control
systemd19].
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3. REDUNDANCY-GUIDED SYSTEM-THEORETIC HAZARD
ANALYSIS (RESHA)

This chapter documents the methodology development and demonstration of a hazard analysis
method developed in the framework, caliedundancyguided systemtheoretic method for hazard
analyss (RESHA) Section3.1 provides an overview of RESHA; some basic concepts and terms are
introduced. SectioB.2di scusses RESHAOGs capability in tracing
pathways in highly redundant DI&C systems. Sec8@describes the methodology of RE&SKith
details. Results of case studies in the hazard analysis of a representative digital RTS B8 atty
related HSI are discussed in Sectia

3.1 Overview

The RESHA method isre-TA-based method that incorporates STPA to identify inner software
failures and digitabased failures in Type Il interactiori§gure5 illustrates he concepts of Type | and
Type Il interactionsType |,the interactions of a DI&C system (and/or its components) with a controlled
process (e.g., NPRgnd Type ] the interactions of a DI&C system (and/or its components) with itself
and/or other digitasystems and componer#d]. Software should not be analyzed in isolation from the
complete digital system. In addition to the inner failures of software, failures in Type Il interactions
should also be considered in the risklgeis ofa DI&C system.

4’[ Plant Physical Processes ]7
Type |

Interactions
DI&C System
Dlgltal Module el Dlgltal Module
Interact|ons

Figureb. lllustration of Type | and Type Il interactions.

According to the difference in functionality, there are normally two types of digital modules in DI&C
systems: digital controller andtermediate digital module. The physical elements of a digital controller
include a central processing unit along with its associated microcode, memory, aptgam[20]. A
digital controller may be connected to other cotgrslor intermediate modules (e.g., sensors, actuators,
or even input/output module§TPA handbook9] provides another definition of a controller in an 1&C
system; a controller provides control actions on the system anfégdback to determine the impact of
the control actions, as shownRkigure6. The HSSSR DI&C systems in NPPs normally include multiple
controllers to ensure the alability and reliability of the actuation of safety controls and features. For
example, the rod cluster control assembly can be dropped by manual control from operators or automated
control of RTS. In this case, both operators and RTS can be consideredrasoller based on the
controller definition from STPA. Digital controllers can be defined in different scalesdifferent
analysis target. For example, a digital processor inside of a RTS can be treated as a controller when
details about Type lhteractions inside of RTS are needed, while RTS itself can be a digital controller
when details about Type | interactions are needed.

I n STPA, process models represent the controll er
algorithm to determineantrol actions. Control algorithms specify how control actions are determined
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based on the controllerds process model, inputs,
intermediate module#n [18], a process model thought as the diagnosis portion of a controller, whereas

the control algorithm provides actions based on t
Controller
Control Process
Algorithm Model

Control Intermediate
Process Meodule
Figure6. A generic control loop with a controller (derived from STRa#ndbooK9]).
RESHAIdentifiesUCAs as the digital failures resulting from two categories of causal factors:

9 Category 1: Inner software failure

0 Software design defects (mainly dudnioonsistent process modiel

0 Software implementation defects (mainly duén@dequate control algoritim
1 Category 2Misleading, inadequate, or incorrect input conditions

o Failures in Type Il interactions.

Regarding Category 2 causal factors, RESHA recognizes these as unsafe iofoflmat (UIFS)
from dependent intermediate modules. These are explicit indications that there exisbdggthfailures
from inappropriate Type Il interactions. For clarification, an unsafe information flow is regarded as any
received signal externad the controller that is erroneous, falsified, or incorrect. In contrast to a UCA,
UIFs are failures in the feedbapkthwayof the control structure, whereas the former is a failure in the
controler pathway They are considered one class of casual faétwrUCAs under the STPA
methodology. A causality relationship diagram is provided below to show how UIFs are related to UCAs
and associated hazards/losses. Some of the more relevant Type Il interactions are listed below but is not
exhaustive:

9 Data transritted by intermediate module is correct but received/interpreted incorrectly at
controller
0 Excessive noise distortion
o Data transmission pathway degraded (e.g., loose connecting wire)
o Data feedback to controller has incorrect timing/order
91 Data transmittedybintermediate module is not correct
o Internal software failure related to design or implementation defects
o Data received by the intermediate module from other intermediate modules is incorrect
resulting in the output aldmeingincorrect.

RESHArelies on UCAs, UlIFs, and an integrated FT to achieve its primary outputs. There are
different categories of UCAs (e.g., control action not providedontrol actions provided spuriously)
which are integrated with the FT to account for software failldepending on the goals of the risk
assessment, the integrated FT may also be combined with an event tree (ET) as part of a larger
comprehensive risk assessment. For such assessments, the ET links with FT top events which, in turn,
guide the selection of CA/UIF types to be used within the FT itsdtbr example, a top event pertaining
to failure on demand will contain UCAs/UIFs that match that same category.
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3.2 Failure Mechanism Traceability

3.2.1 Challenges in Tracing Software Failure s

The versatilityand capability of software on digital platforms is especially attractive to the nuclear
industry, which has routinely relied on analog counterparts. The pradpmtianced capability,
increased economic viability through greater automation, and iregroverall safety are all examples of
the benefits of modernization. However, this also introduces significant challenges for predictable
availability and reliability. Imagine if the operating system for a NPP were to suddenly experience a blue
screen of dath, the consequences would be-trowial. Therefore, software failurés DI&C systems
have become an increasing issue for mission sugt@sBoth singlefailuresand CCFs impact the
overall reliability of system. For stance, while diverse control trains can successfully mitigate hardware
CCFs, diverse software implementation has not been shown to offer the same level ofidefepte
and diversity. The main argument is that coding education is too homogenousasulch thinctional
difference between software is insufficient to be considered dij&tkelThe impact is that software
systems are highly susceptible to single failures ands©@@érall lowering mission success.

However, adequate identification of these failure modes is also a significant challenge. Unlike
conventional hardware systems, where a failure is simply the inability to perform a prescribed action,
software failures areot intuitive, may emerge from complex interactions, and/or may be the result of
inadequate or misinformed design choices. STPA identifies potential UCAs that software control systems
can cause due to intentional or unintentional design and the corraspandiesirable loss scenarios. A

key assumption is that the system assessed must h
control actions (e.g., sensors do not have authority over the process they are monitoring but can influence
controllers). @ntrol actions become unsafe when they occur within select contexts or conditions resulting
in a defined lossThe STPA manual also discusses the failure mechanisms behind UCAs, including an
inadequate control and process model, unsafe control inputhaseguate feedback and informatjéh
In Figure?, information flows in a counterclockwise manner, where the failure mechanisms dtfié&oth
control/actuation pathway (CAP) and information/feedback pathway (IFP) can be seen. UCAs, in this
diagram, are the outputs from the controller that can cause an undesirable loss. There exists another type
of unsafe failure in this system, specificalijiures of the upstream dependencies to the controller. This
is especially prevalent in contrfilee systems such as those for monitoring and processing.
Controller
Control input or
external information Information/Feedback Pathway
wrong or missing Missing or wrong
communication with
Inadequate Control another controller
Algorithm Process Model | [€
Control/Actuation Pathway Flaws'in creation, ) _UIF
process changes, ‘(Inconsllsttem. <
) i ificati incomplete, or C M|
l;i%g;ﬁ;:‘g; ™ \ncogr}e;::j?pti:\t!g::tlon incorrect) ontroller
missing COHﬁOl Inadequate, missing,
action or delayed feedback
Actuator y Sensor
Inadequate operation Inadequate operation
Controlled Process Amcorrect or no
c  Fail information provided,
Delayed - ompanent Fallures measurement inaccuracies,
Operation i Changes over time or feedback delays
Figure7. Failure mechanisms in the feedback and actuation pathwayCias ddaptive fronf9].
aln this work, Afailuredo is used generally as an undesirable
consequences or fimi sbehaviorso as well as inability to per
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For example, in the Advanced Power Reactor 1400 (ABBD) HSI[22], monitoring of key reactor
variables is conducted by tlygalifiedindication anddarm systenfor safety(QIAS-P). This system is
defined as a safetyritical system but has no capability to change the reactor state. Within a division of
the QIASP, there are multiple intermediate feedback systems that parse, validate, and augment the data
before forwading. Expressing UCA failure modes in such a corfred system would thus be difficult
and would exclude the majority of the software failures in the system. These problems also extend to
conventional nuclear control systems, such as the RTS and ESi&8 gontrol is dependent on various
smart sensors and feedback systaiis introduce the idea &fIFs as software failures along the IFP as a
solution to this problem. A UIF occurs whenever a failure occurs in a digital component that does not
have authdty overthe physical process but rather augments, transforms, or parses data along the IFP.
Thesecomponentsre reérred as tantermediate processors. Identified UCA/UIFs can also be included
in fault trees to establish causalityatbnships between software failure modes and corresponding loss
scenarios. Fault trees are useful as graphical tools to assess how the failure of one component can lead to
other downstream failures and their impacts. In this report, we further develegtand the concepts in
RESHA to capture software failures in upstream controller dependencies, specifically in the intermediate
processors of the IFP. This addition captures a previously overlooked portion of the DI&C system.

3.2.2  The Concept of Unsafe Informa tion Flow

Before presenting tha@pproachthe theoryof software failuras discussed. There are generally three
terms related to failure used widely in standards such as IEC @30& IEC 6274(24]. They are root
cause, failure mechanism, and failure mode. For consistency, terms developed from the IEC standards are
utilized. Root causes are the most basic; they are definealiaal factors with no predecessalevant
for the purpose of the analysisch that if corrected, would prevent recurrence of fa[R4g

Determining relevancy is defined by a stopping ru
when a causal factor i[24] Afailire meehdinisa § sb ¢ ihreg g rroccets sc
to failured and may be physi canbinationthezenildfc Afailure | ogi c a
mode is the fAmanner i n wh i26].hA redationsbipipetoveer moat cadsesj | s f u

failure mechanisms, and failure modes can be seEigime8 where each element leads to or triggers the
next

Failure Modes
Root Causes Failure Mechanisms

Causal Factors in [ UIF for IFP ]
Software defects
control loop [ UCA for CAP ]

Figure8. Rudimentaryrelationship between root cause, failure mechasgismd UCA/UIF software
failure modes

In HAZCADS, UCAs are added to fault trees as software failure mamdsctions that can cause
defined losses under worsase scenarios if it occurs. Under the same lomsasios, the failure
mechanisms describe the cause of UCAs and represent hazardous states. Importantly, failure mechanisms
describe state processes and do not explicitly dailaees themselves. Therefore, it is inappropriate to
include them into the fdt trees. Rather a change in perspective is necessary when discussing failures of
intermediate processors in the IFP. Consider a simple doorbell mechanism Bigemaf. From the
viewpoint of the doorbell, the system failure modes could be (1) fails to ring when button pushed and (2)
inadvertently rings when button not pushed. The potential failure mechanisms could be (1) switch fails to
make contact when presseahd (2) switch fails to break contact when not pressed. However, from the
perspective of the switch, the corresponding failure modes to the above mechanisms could be (1) high
contact resistance buildup, and (2) contact spring is broken.
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Figure9. Doorbell and associated circui{36].

The importance to draw from this example is that software failure mechanisms in the IFP can be
modified by a change in perspective to the intermediate proagssweam to the controller and
represented as failure modes in the fault tree. The condition is the corresponding system loss scenario
must be consistent throughout the fault tree. The failure modes of intermediate processors in the IFP and
related to theéop event are thus known as UIFs.

The UlIFs are organized into four categories based on failures of intermediate processors in the IFP:
(1) failure to provide-A)nfdrmaproviwheny fimdéeodencdrad i
(UIF-B); (3) provding information but is either early, late, not in sync, orafudrder (UIFC); and (4)
providing information that is too low or too high, reehumber (NaN), or infinity (inf) (UIFD). The

context is wvital to all/|l U beFeplacedawittdthe aprepridtechazard i n e e d e
contextual conditions that can lead to a |é%s.instance, a UHA , istove is hoto indic
when a person touches the stove top (causing a bu
defines when the | oss mani fests and O6causing a bur

contextual information results in superfluous failure information that can complicate the assessment.

UIFs are separated into four categories relateddaype of intermediate processor assedsed.
continuous or higldlemand systems (e.g., réhe monitoring), only UIFA, C, and D are applicable.
There israrely a context where information is provided when not neddedneous information provided
falls under UIFD). For lowrdemand systems (e.g., alarms, notification, polling/probes), all categories are
applicable. Chaining of UIF events is also a valid construction as failures in one information system can
lead to failures in other information systerAer a particular component, either UIFs or UCAs failure
modes are possible, but not a combination of both as the component is either a controller or an
intermediate processor. If such a scenario arises, then the component must be further decomgesed into i
subcomponents. Recall that Wlare failure modes from the perspective of intermediate processors but
also failure mechanisms for UCAs. Therefore, if a UCA exists for a controller, then there also exists UIFs
that can be decomposed from the controlegahdencies. The inverse is not always true; if a UIF exists
for an intermediate processor, a UCA failure mode does not necessarily exist.

Lastly, there are generally twoategorie®f software failures separated by where the failure
mechanism is locatethternal factorssuch as inadequacies in the control algorithm or process model
and external factorsuch as inadequate feedback and informatipat from dependenciefn this first
category failure modesmanifest due to two primary deficiencies. The first is an incomplete design
processvhere notall relevant constraints, requirements, or conditions needed for intended oparation
consideredThe secondleficiencyis an incomplete engineering/implemergatprocess, where hidden
assumptions or humaarrors in the software coding process results in residual defects. Hardware failures
of the software platform are also included in the fiefegory(i.e., integrated circuit burnout). The
secondcategoryof failure modesmanifestin the faulty transference of knowledge between systems
Specifically,these includdailures in the data transmission infrastructsiech as inpubutput ports,
wires, sensors, excess noise, malicious spoofing astavell as failuregn dependent hardware and
software devices. While mechanisms are identifig@]inthe tracing of these failures to specific DI&C
components are not considered in the scope of their work. The primary difference betwedur¢he fai
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categoresis the location of the inadequacy.dategoryone, the failure is from an internal defect; while
in categorytwo, the defect is external. This is used later to organize basic events inlotretau

A simple example is used to illustrate the cqisg@resented below. The function of the system is to
turn the lights on when the sun sets. A luminosity sensor measures the light level and outputs an analog
voltage level. The smart processor coverts the voltage value to digital logic for use by tbkecolt
also combines values from a clock to account for seasonal changes. The controller has a single condition;
if the light level and time of day reach a prescribed value, activate the relay. A relay is a digital switch
that when activated, provideswer to the light bulb. The los$s defined as unnecessary power usage
(i.e., lights are on when the sun has not set). The blocks are colored to show which parts of the control
loop each belong to.

1
Sun -}:(—
I
Controller Sensor
| Controller HSman pmcessorH Clock |
CAP

v IFP

Power SourceH Relay |

Figurel0. Basic light control system

In this work, the smart processorciassifiedto as an intermediate processor. A UIF failure mode for
the smart processor could be that the Hglieloutput signal suggests that sun has already set when it
may be midday. The root csel of this UIF could be that the logic and time zone were tuned incorrectly
outputting a low level regardless of the actual light level. The controller will turn on the light as
programmed perfectly; however, the light will always be on regardless ofdigit A UCA failure mode
of the controller could be that the relay activation signal is always on regardless of the proper
functionality of components in the IFP. The root cause of this UCA could be that the condition for
activation was set too low sutimat the controller always believes it is dark. Importantly, notice that
failure of the system has occurred in two separate locations but resulted in the same loss scenario. The
UIF failure was exterior to the controller while the UCA was due to an irtdefiect in the software.
Performing mitigation strategies only on the controller would not have resolved the UIF as the controller
was not inherently at fault. Therefore, it is highly relevant to locate exactly which aspects of the system
fail such thathe proper mitigation strategy can be applied at the correct location. While this simplistic
example has only one intermediate processor and controller, in real nuclear DI&C systems (e:g., QIAS
P), there may exist multiple redundant and diverse intermeauliatessors.

Lastly, there are a couple of key constraints to the definition of intermediate processors. First, they
cannot be purely software and must have an associated hardware platform. An AD41111 is an example of
an analog to digital (ADC) componethiat can interpreted as an intermediate processor. Without this
constraint, the tracing of information feedback failures can become overly con@okgpdcially for
software variables. This is because software may have hundreds of variables storedroitg rhhe
relevance of each parameter is difficult to assess and would not contribute meaningful information to the
safety assessment. By extension, only the output information for physically separated components can
have associated UIFs. Variables padseghch other within the same software are not ratesr@ough to
the analysis to be considered. Generally speaking, intermediate processors are separated by either a
communication protocol (e.g., 12C, SPI, and UART) transmitted by a physical wire avibgl@ss
network protocol (e.gWi-Fi 802.11). Components on the same printed circuit board (i.e., integrated
ADC on a programmable logic controller) separated by traces can be included but are highly discouraged
as the assessment is too granular anldwilhave a meaningful impact on mission success.
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the DI&C design; (2) an integrated FT including both hardware and software failures, individual failures,
and CCFs; and (3) hazard preventive strategies. Thetancecriterion of risk evaluation for the
RESHAI sdoef the individual digitab a s e d

3.3 Methodology

RESHA incorporates the concept of combining FTA and STPA from HAZCADS. STPA is reframed
in a redundancguided way to address CCF concerns in highly redundant DI&C systems. The main
outcomes bRESHA are (1) the identification of CCFs and potential single points of failure (SPOFs) in
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another words, is there any SPOF existing in the system that may lead to the failure of DI&C system?

sevenstep process, shown figurell, illustrates the workflow of RESHA in tHaNVRS-developed

frameworkfor the hazard analysis of DI&C systems, especially for CCF analysis of highly redundant
HSSSR DI&C systemsRrevious vesions of RESHA can be found[a®, 27]

System »
Information

Step 1: Create a detailed
representation of the digital
system of interest

l

— >

e HAZCADS

o STPA

Step 2: Develop a FT consisting of [* - Step 3: Determine UCAs based on
hardware failures for a given top a redundancy-guided application of
event of the system of interest STPA
————————————————— e S
Step 5: Identify potential software Step 4: Construct an integrated FT
CCFs based on the UCAs and add [« by adding applicable UCAs as basic
them to the integrated FT events
l A A
e e ———— —— [ E—
Step 6: Evaluate the FT for minimal .SteP 7 Iden_nfy and pl.'owde
cut sets to discover potential .| guidance to eliminate triggers or
SPOFs in the desien causes of critical failures, including
€ CCFs and SPOFs

A 4

of DI&C system?

Risk Evaluation Acceptance Criterion-1: Does the
individual digital-based failure lead to the loss of function

common cause failure
fault tree

single point of failure
unsafe control actions

Figurell Workflow of the Redundarguided Systentheoretic Hazard Analysis (RESHA) in the

LWRS-developed framework for tHeazard analysis of DI&Gystemsderived from[28]).
Step 1: Create a detailed hardware representation of the digital system of interest.

The purpose of Step 1 is to establish a system sketch to serve as a blueprint for the hazard analysis.
This isdone by gathering system design information, including wiring, pipind instrumentation
diagrams, existing logic diagrams, etc. This information is then used to create a systerwistkebeh

main goalof magping out the processors, sensors, contrslleomponents, interactions, and connections

of the system. The point of this step is nohézessarilyit everything into one diagram but to gain a

sufficient understanding of the system in order to complete the hazard analysis; the level of detail
provided in this step lays out the foundation for the work.

In this step, detailed information on the structure and functions of the digital system of interest should
be collected, gathered, and classified. Normally, a HSSSL DI&C system has-ketetdg@earchical

architecturd29]: (1) divisions that process the signal path from sensor to actuator level (e.g., the four
division design in APRL400 ESFAS), (2units that perform a specific task by using several modules

(e.g., amcquisition and processing unit or a voter unit), anan@jules that realize a specific part of the
function processing (e.g., input/output modules and processors). The representation should contain

information on hardware structure and be created tgaled level that captures sufficient design

information affecting system function and reliability. In this work, most efforts on hazard identification
and reliability modeling reach to the level of modules, which is the smallest hardware component to
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implement a specific part of the entire function processing independently. In addition, based on the
requirements and purposes of the risk analysis phase, practical assumptions and reasonable
simplifications of the hardware representation should be stateeixatalned in this step. The
representation figure should clearly display the information flow between different divisions, units, and
modules. For the analysis on digital systems with redundancy designs, the complexity of redundancy
should be illustrateth the hardware representation. It builds the basis for the construction of hardware
FTs and redundaneyuided multilayer control structure.

The construction of the block diagram follows a-tiggvn approach starting at the controller then
branching alonghe CAP and IFP. It is not necessary and undesirable to create a perfect representation of
every single element in the control system this would over complicate the assessment. Rather an iterate
approach should be adopted, adding detail to the diagrantessaey to sufficiently understand the
sources of risk to the mission objective. In STPA, there are great examples of dowiop
decomposition should be conducted to maximize efficacy while minimizing tedious and arbitrary levels
of detail. However, whas important in the block diagram is to clearly identify the flow of information
from various systems, subsystems, and devices in both the CAP and IFP. The initial block diagram should
emphasize the scope of the analysis and the boundaries.

Several key pats are considereir Step 1.

1 Stepl emphasizes the boundary conditions and scope of the analysis. These should be clearly
understood athey will berevisited inStep2 andStep3.

1 Though the RESHA has been developed to analyze digital systensy;steisn sketch should also
include the hardware structural arrangeneat, the components of the system in addition to details
collected for the digital structural arrangement

1 The level of detail included in a hazard analysis can extend beyond mexdelléllures tdahe
components ansensorgrovidinginput to process modules. The level of detail to be included in the
hazard analysis depends on the scope of the investigation.

Step 2: Develop a FT consisting of hardware failures for a given top event ibfe system.

Based on the hardware representation created inlStepT is developed in this step to include
hardware failures to the detailed level required for representinigsk of functions. For analysis of a
digital system with redundancy designs, the structure of a hardware FT should follow the levels of
redundancy from the division to the unit anditemodule leved. This kind of redundaneguided
structure makes itomvenient to add in a software failure identified in the next step. The probability
guantification of each basic event is not required in this step and will be performed in the integrated
reliability analysis. The main assumption for this step is thaodtivare failures will be captured using
STPA in Sep3. Therefore, only hardware failures will be included in Whichis created using thevo-
part process adapted from tHeS. National Aeronautics and Space AdministratidA$A) Handbook
[26].

Step 2A: Define the boundary of the analysis (revisited from Stéfhik).includes selecting a top
event and resolution for the analysis. Top events are based on the purposystetineof intereqSOI).
The f ai |l ur eostaifnifidart ®inct®Oi$ dpsioritynevent to be analyzed by thi &Top
event. $ep 2A may also be visited briefly to ensure the proper selection of top e&es2B: Construct
the FT.Starting from the top event, construction proceeds by detemninih he A necessary and
i mmedi ate eventso cont r i[26]uThi$ pnogesstiscepdated downrthe tree fy t h e
analyzing each subsequent event$tgstep, ending with an event that can be resohaeturther (either
by way of fact, or by the discretion of the analyst).

Software failures are added$ep 3, so a placeholder is inserted in the fault tree temporarily. To
assistin theorganization of the fault tree, three branches for each top elated to digital devices are
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recommended: a hardware failure branch, a software failure branch due to internal failure mechanisms,
and a dependency failure branch due to all other external failure mechanisms as-gpep12.

Figure1l2. Example of fault tree organization with one controller and two information processors.

Internal and external basic events are organized from the perspective of the current top event. Under
the hardware basic event branch, relevant random failure modes of the hardware platform are included
such as component burnout, frayed contacts, etc.rihdénternal failure mechanism branch, software
failure modes due to internal failure mechanisms in the control algorithm or process model are added (in
Step 3). Under the external failure mechanism branch, the failures in the upstream dependencies are
added and can include both hardware and software failures. This typically will include other controllers,
information processors, or sensors. Following an iterative approach to fault tree construction, eventually
the dependency branch will be empty as théhebe no other dependencies to account for. Usiigmire
10as an example, tHatep 2 fault tree is constructed and seeRifgure13. The events are colored to
show which part of the control loop they belongttot thisis only for illustrative purposes. The top event
is defined aglights are always on resulting in unnecegsmergy losf From the perspective of the
controller, the immediate hardware failurecursif the controller to relay connection is shorted, causing a
constant ON state. Under the controller software branch, a placeholder is inserted for software failure
modes and will be added 8tep 3. Under the dependencies branch, all upstream contrgtlendencies
are listed. From the perspective of the smart processor, three additional branches are added. The only
difference is that under the dependency branch, there are no additional dependencies aside from the
peripheral sensors.

19






















































































































































































































































































































































